EURON ROBOETHICS ROADMAP

EURON Roboethics Atelier
Genoa, 27th of February — 3rd of March, 2006

EURON

Roboethics Roadmap

Scuola di Robotica (Project co-ordinator)
Dr. Gianmarco Veruggio

Release 1.1 (July 2006) RESTRICTED CIRCULATION 1 of 42



EURON ROBOETHICS ROADMAP

SUMMARY
L. INTRODUGCTION .. .uutttttiiiiiiitttitteeeeeessmmmmsssaeeseeeeeeeeeaeaaaaaasassasaaaaasssnnranaeaeaeeeeessssennnnnnnnns 5
1.1, EthiCS & RODOTICS. ... .uuiiiiiiiiiiiiiit ittt e e e e e e e e e e as 5
1.2. EURON (European Robotics Research Network).............cccovvveiiiiiiiiiiiiiinnnnneeee 5
1.3. EURON Robotics Research ROAAMAP .......ceummmmmieeeiieeeiiiiiiiiieeeiiiiiiiee e seeeeene s 5
1.4,  The RODOEINICS AtElIEI......cciiiiii e 6
1.5, The RoD0EthiCS ROAAMAD .....cviiiiiiii ettt e e e e 6
1.5.1. Scope: Near FULUIE UIJENCY ......iuuuccemme et ee et et eeai s eai e e e e s s eann s 7
1.5.2. Target: Human Centred EthiCS.........coeiriiiiiiie e 7
1.5.3. Methodology: Open WOTK .........cco oo e 7
S T o (= 11151 (0] PP PPPUPPPPPPPPP 8
1.7. Documentary and background material ... .. .eeeeiieiiieeeeeeeeiieeeeeeiii s 8
2. ETHIC AND ETHICS ...ttt e sttt e e e e e e e e e s e eessssbsbbebseneeeeeees 9
20 O o g [ = L (TS 1 S 10
2.2.  Principles to be followed in RODOEthICS:........ccccooiiiiiiiii e 10
2.3.  Ethical ISSUES IN @N [CT SOCIELY .......oemmmmeeeeeeeeiaiiiiiibt i e e e e e e e e eeeiieeeeeeeeees 11
2.4. The precautionary prinCiple ...........ooorririiiiiiiiei e 12
3. ETHICS IN SCIENCE AND TECHNOLOGY ...ccoiiiiiiieieeeee e 13
I N O - 11 0 I o] (=T [ [P P PP PPPPPPPPPPPPPPPP 13
3.2, COde & QUIAEIINE ....uuiiiiiii e ettt e e e e e e e e e e e e e e e e e e e aeeeeeannannes 13
3.3 APPLAL e ——— e et a e e as 14
3.4, RECOMMENUALION. ....uuuiiiiiiiiiiiiiii e oot e et e e e e e e e e e e e e e s ssrrs e e e eeereeaaaeeaeeas 14
I TR Y/ = g1 {1 (o SRR 15
3.6.  Statement & deCIaration ................oouemmmeeeeeeeresiiiiiiiiiirrrree e e aeasa e 15
I {10 ][] o) o PSSR 15
Gt T 0] 01 V/= 1 11 [ o IR 15
RS T 4 - (= PR 15
3.10. 02 PP PPPPPR 15
3.11. Conditions for IMPleMENTALION .......... et 16
3.12. Operativeness of the PriNCIPIES ... 16
4. UNIVERSALLY ADOPTED ETHICAL PRINCIPLES........uuuttiiiiiiiiiiiiiiiiieeeeeee e 16
g O [ o1 (= To [N A\ = U1 o o USSP 16
T U 0 <2 ol o TP 17
4.3. llo - International Labor Organization ..............ccccuuiiiiiiiiiiiiiiieeeee e 17
4.4,  The NUremberg COUE .......coooi i e e e e e e e e e e 17
4.5.  World Medical ASSOCIALION...........uuuuiceiieeeiiiiiiiieras e e e e e e e e e e eeeeeeeeeeeeneeeeeeeeennnnes 18
4.6. World Summit on the Information SOCIELY ..ccceerivviiiiiiiiiii i 18
A.7.  EUIOPEAN UNION......uiiiiiiiiiiiiiiiieeieeereeese et ettt e e e e e e e e e e e e e e e s e s reee e e e e e e e e e e s e aaannnes 18
4.8. Charter Of Fundamental Rights of the Europd@ion (2000) ............cceeeeeeeeeviiiieennnns 19
4.9. General rules regarding ethics in EU reseactiities..............ccccceeiiiiieeeeeeeeeeiennnns 19

Release 1.1 (July 2006) RESTRICTED CIRCULATION 20f 42



EURON ROBOETHICS ROADMAP

5.

Intercultural understanding and dialogUE ............eeeiiiiiiii i 20
5.1. International Center for Information EtNiCS............uuiiiiiiiiiiii e 20
5.2. International Society for Ethics and InformatiTechnology............ccccvvvviiinnnnn. 21
5.3.  Cultural Attitude Towards Technology and Comication Conference (CATaC) ....21
5.4. The Pugwash Conference on Science and WoOfEra\f................ccoviiiiiiiieninnnnn. 21.
5.5. Computer Professional for Social ResponsiofiPSR)..........ccceeeeviiiiiiieiiiiiiiiiios 21
5.6, MaKKUIA CONEET ....ueiiiiiiie e r e e e e e e e e e eeaaaeanes 21
5.7. The Centre for Responsible Nanotechnology............cccoovvvvviiiiiiiiiciiiiee e, 21
5.8.  Union of ConcerNed SCIENLISTS .........ieemcciiiie e eree e e e e e 22
5.9. The International Institute of HumanitarianLa...............cooevvviiviiiiiiiiiinee e, 22
5.10. The World Transhumanist ASSOCIAtION......cccccoivviiiiiiiiiiiiciiee e eeeeeeee, 22

ROBOTICS AND ETHICS ...ttt eeeee ettt e e e e e e e s s e 22
6.1.  Specificity Of RODOTICS .......cooiiiiii e 22
6.2. ADOUL RODOELNICS ... ..o e e 23
6.3.  WRNAL IS @ RODOL? ..ooeiiiiiiiiiiie ettt e e e e e e e e e e e naaaeeeeeeeeeeeeeenennnnes 24

6.3.1. Robots are nothing but Machines ..., 24

6.3.2. Robots have ethical diMENSIONS ...... .o eeeeeeeeeiiieieeee e 24

6.3.3. RODOLS @S MOral AgENtS...........iiiceeeeeeeeiiiiieie e e e e e e e e e 24

6.3.4. Robots, evolution of @ NEW SPECIE....cccceviiiiiii i 24
6.4. Main positions 0N RODOETNICS ......... .o e e e e 24

6.4.1. Not interested iN EthICS. ......cooii e 25

6.4.2. Interested in short-term ethical QUESHIONS..............uiiiiiiiiieieeeeeeeeeceeeeeeee 25

6.4.3. Interested in long-term ethical CONCEIMNS..........cooviiiiiiiiiiiieeeee 25
6.5.  ADOULTNE NAIME ... e e e e e e e 25
6.6.  Disciplines involved in RODOELNICS......coe i 25

ROBOETHICS TAXONOMY ..ot eeeee st e e e e e e e e e e e e e e e e enennseneneees 26
A% R o 11 2T (o] o £SO ESRPP 26

7.1.1. F N (1 To1 = LAY/ T o 27

A% Y 4 ) [ox = L = Yo o Y 28

7.1.3. B NS, .. i e 28

7.1.4. (0] 0] 1= o 0 SRR 28

7.1.5. RECOMMENUALIONS ......ccoiiiiiieeeiii ettt s e e e e e e e e e e e e e e e e e e ee e nnnneeeseeennnnns 29
7.2. Advanced production SYSIEMIS..........ccceeeeeiiie e s 29

7.2.1. 1o [0 ST (= U o] 0T o= SRR 29

7.2.2. BN It .. e ———————————————————— 30

7.2.3. [ £0] o] 11 o 1 RS 30

7.2.4. RECOMMENUALIONS .....ceeiiiiiiii e e 30
7.3.  Adaptive robot servants and intelligent homes ..., 30

7.3.1. INAOOr SErviCe RODOLS..........uueee st e e e e e e e e e e e e e e e e e e e e ennneeeeeeenanaa 30

7.3.2. UDIQUItOUS RODOTICS ...ttt 30

7.3.3. BN IS: et e e e e ———————— 31

7.3.4. PrODIEMS: ... e 31

7.3.5. RECOMMENUALIONS .....ceeiiiiiii e e 31

Release 1.1 (July 2006) RESTRICTED CIRCULATION 3o0f42



EURON ROBOETHICS ROADMAP

A S L= ATV 0] S 0] 1) £ [ 31
7.4.1. INEINETL RODOLICS ...cvviiiiiiieee et e e e e e eaa s 31
7.4.2. (0] oo =Tele] (o |V AT 32
7.4.3. LT AT £ 32
7.4.4, 0] 0111 0 1S 32
7.4.5. RECOMMENALIONS ... cieveieiii e e e e e er e e eaaaas 32

A8 TR O 1V (o o 1o ] gl = {0 oY0) 1 ox= 32
7.5.1. 06 o TR 32
7.5.2. Y= 32
7.5.3. N | 33
7.5.4. SPACE ettt —————— 11—ttt a e e na— et e r e e eaas 33
7.5.5. ST ] 15 33
7.5.6. g 10] 0] 1T 12 1 33
7.5.7. RECOMMENUALIONS .. .ceviiiei e e e e e e ee e e e e e e eanaas 33

7.6. Health Care and Life QUAlILY .........cco oo e e e eee e 33
7.6.1. SUrgical RODOLICS ....ocoiiiiiiieii e 33
7.6.2. ST To = {0 0T ] 2= 34
7.6.3.  ASSIStIVE TECHNOIOGY ......uuiiiiiiiiiiieieieiei e 34
7.6.4. Robotics in computational biology ......ccceuvveiiiiiiiiiii s 34
7.6.5. ST ] 15 34
7.6.6. [ 10] 0] =T 1 34
7.6.7. RECOMMENUALIONS .. .ceviiee e e e e e et e e e e e e e ranaas 35

A I Y/ 1111 = 1 Y = o] Lo 11 o3 35
7.7.1. INEIlIGENT WEAPONS. ...t 35
7.7.2. (R0 0101 BRST 0] [0 [=T £ 35
7.7.3. SUPEINUMANS ... et e e e e e e e e e e e 35
7.7.4. 21T L= 35
7.7.5. [0 0] 1= 1 01 36
7.7.6. RECOMMENUALIONS ...t e e e e e naa e e eaaa s 36

% S T o [V e [ 121 o S 36
7.8.1. Educational RODOt KitS .........uiiiiiiiiemiiiie e e e e e e e e eaans 36
7.8.2. RODOT TOYS ..ttt e e e e e e e e e e e 36
7.8.3. 1 C=T =TT 4[] 0L 37
7.8.4. [ 0] 010 (o3 A o AT 37
7.8.5. ST TS 1 37
7.8.6. [0 0] 1= 1 21 38
7.8.7. RECOMMENAALIONS .. .cceviiiiii e e e e e e enab e e eaaa s 38

7.9.  Final RECOMMENUALIONS ... .ceuiiiiieit ittt e e e e e e e e e s eeea e eeaeasaas 38
[ LE] (ST (=] 4101 T T 39

S 70 I € 1= 1= - | 39

8.2.  Humans, Machines and RODOLS ... e 39

8.3,  SCIENCEEETNICS ....veiiiii e e e et 41

Release 1.1 (July 2006) RESTRICTED CIRCULATION 4 of 42



EURON ROBOETHICS ROADMAP

1. INTRODUCTION

1.1. Ethics & Robotics

The importance and urgency of Roboethics has beemudstrated by our recent history. Three of
the front rank fields of science and technologyclar Physics, Bioengineering, and Computer
Science, have already been forced to face the gaesees of their ethics and their research’s
applications because of pressure caused by dramatictroubling events, or because of the
concern of the general public. In many countriaghlic opinion, shocked by some of these
effects, urged to either halt the whole researghiegtions, or to strictly control them.

Robotics is rapidly becoming one of the leadingpBeof science and technology: we can forecast
that in the XXI century humanity will coexist withe first alien intelligence we have ever come
into contact with - robots. It will be an eventhri ethical, social and economic problems. The
public is already asking questions such as: “Cauldbot do "good" and "evil’? “Could robots
be dangerous for humankind?”.

Like Nuclear Physics, Chemistry or Bioengineeriig,a few years, Robotics could also be
placed under scrutiny from an ethical standpoint the public and Public Institutions
(Governments, Ethics Committees, Supranationaitinisins).

For all these reasons, scientists from the Europalamtics community, have alerted the need for
the discussion of the framework of ethics that imesphe design, manufacturing and use of
robots.

1.2. EURON (European Robotics Research Network)

EURON aims to promote excellence in robotics byatng resources and exchanging the
knowledge we already have, and by looking to theréu

The means to achieve this objective are fivefold:
1. Research Coordination.
2. Joint Programme of Research (prospective relsgagjects, topical research studies
andresearch ateliers)

3. Education & Training.

4. Industrial Links.
5 Dissemination.

1.3. EURON Robotics Research Roadmap

One major product of EURON is a robotics reseaoddmap designed to clarify opportunities
for developing and employing advanced robot teabgpplover the next 20 years. The document
provides a comprehensive review of state of thedddtics and identifies the major obstacles to
progress.

The main goals of the roadmapping activity aredentify the current driving forces, objectives,
bottlenecks and key challenges for robotics re$easo as to develop a focus and a draft
timetable for robotics research in the next 20 year

The Roboethics Atelier and the present RoboethioadRap should be included into this
framework.
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1.4. The Roboethics Atelier

In 2005, EURON funded the Projeetiron Roboethics Ateliewith the aim of drawing the first
Roboethics Roadmap.

Once the profile of the Euron Roadmap project heehbdiscussed and its frame identified, the
selection of participants started. This was donéherbasis of:

0 Their participation in previous activities on TeolRoboethics;
0 Their cross-cultural attitude,
o Their interest in applied ethics.

The last step in the process involved a seriessoludsions via e-mail which led to the definition
of the Programme. Participants were asked to peepamajor contribution on their area of
expertise, and on a few more on topics they weerasted to discuss, even outside their realm of
expertise. The organizers promoted the cross-allurd transdisciplinary contributions.

In the frame of the Atelier, the parallel Ethicb&moject (in Science&Society Action Plan) was
presented; and the Chairs of the IEEE Technical iBittee on Roboethics met during the
sessions.

1.5. The Roboethics Roadmap

The ultimate purpose of the Euron Roboethics Atebed of the Roboethics Roadmap is to
provide a systematic assessment of the ethicadssswolved in the Robotics R&D; to increase
the understanding of the problems at stake, argrdmote further study and transdisciplinary
research.

The Roboethics Roadmap outlines the multiple paglsviar research and exploration in the field
and indicates how they might be developed. Themagdembodies the contributions of more
than 50 scientists and technologists, in many dietd investigations from sciences and
humanities.

This study will hopefully be a useful aid in viewaultural, religious and ethical differences.

This Roboethics Roadmap should be considered the&ben 1l release, a preliminary and non
exhaustive taxonomy of sensitive problems in th&lfi
Let’s see firstly what the Roboethics Roadmiapnot be
» It is not aSurvey nor aState-of-the-Arbf the disciplines involved. This Roadmap does not
aim to offer an exhaustive picture of the StatéhefArt in Robotics, nor a guideline of ethics
in science and technology. The reason is that:
o0 Robotics is a new science still in the defininggstalt is in its blossoming phase,
taking different roads according to the dominaeldfiof science undertaken (field
Robotics, Humanoids, Biorobotics, and so on). Almesery day we are
confronted with new developments, fields of apgiaas and synergies with other
sectors.
o Public and private professional associations andworés such as IFR-
International Federation of Robotics, IEEE Robotamsd Automation Society,
EUROP - European Robotics Platform, Star Publishilogise, have undertaken
projects to map the State-of-the-Art in Robotics.
e Itis not a list ofQuestions & Answerdctually, there are no easy answers, and the mp
fields require careful consideration.
e It cannot be aeclaration of Principles The Euron Roboethics Atelier, and the sideline
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discussion undertaken, cannot be regarded as #tiéuiional committee of scientists and
experts entitled to draw a Declaration of Pringgpd& Roboethics.
This Roadmap has a defined scope and a target.

1.5.1. Scope: Near Future Urgency

In terms of scope, we have taken into consideratifnom the point of view of the ethical issues
connected to Robotics — a temporal range of a @ggadvhose frame we could reasonably locate
and infer — on the basis of the current State-efAlt in Robotics — certain foreseeable
developments in the field.

For this reason, we consider premature — and halye fonted at — problems inherent in the
possible emergence of human functions in the robiké consciousness, free will, self-
consciousness, sense of dignity, emotions, andnsd@Consequently, this is why we have not
examined problems —debated in literature — likertbed not to consider robot as our slaves, or
the need to guarantee them the same respect, aigtitdignity we owe to human workers.

1.5.2. Target: Human Centred Ethics

Likewise, and for the same reasons, the targetisfRoadmap is not the robot and its artificial
ethics, but the human ethics of the robots’ desgmaanufacturers and users.

Although informed about the issues presented inespapers on the need and possibility to
attribute moral values to robots’ decisions, anoualthe chance that in the future robots might be
moral entities like — if not more than— human lgsinwe have chosen, in this 1.0 release of the
Roboethics Roadmap, to examine the ethical isstif'echuman beings involved in the design,
manufacturing, and use of the robots.

We have felt that problems like those connectetthéoapplication of robotics within the military
and the possible use of military robots against esgmopulations not provided with this
sophisticated technology, as well as problems wbtism in robotics and problems connected
with biorobotics, implantations and augmentatioeyevurging and serious enough to deserve a
focused and tailor-made investigation..

It is absolutely clear that without a deep rootafgRoboethics in society, the premises for the
implementation of an artificial ethics in the rofiatontrol systems will be missing.

1.5.3. Methodology: Open Work

The Roboethics Roadmap is @pen WorkaDirectory of Topics & Issuesusceptible to further
development and improvement which will be defingdevents in our technoscientific-ethical
future. We are convinced that the different compis@f society working in Robotics, and the
stakeholders in Robotics should intervene in tleegss of building a Roboethics Roadmap, in a
grassroots science experimental case:

o The Parliaments
Academic institutions
Research Labs
Public ethics committees
Professional Orders
Industry
Educational systems
The mass-media

O O0OO0OO0OO0OO0oOo
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1.6. Pre-history

Technoethical/Roboethical issues were introducqmenious robotics events and occasions:

» 2001, the Italy-Japan 2001 Workshop "Humanoidseehfio-Ontological approach” held in
Tokyo;

e 2002, the Opening Workshop at ICRA 2002, in a thdsi José Maria Galvan entitled
"Techno-Ethics", published in the December 2003 RAddue (José M. GALVAN, On
Technoethics, in IEEE-RAS Magazine (2003/4) 58-63);

e 2004, First International Symposium on RoboethjcSanremo, Italy, organized by School of
Robotics, where, the wolRloboethicsvas officially used for the first time;

» 2004, IEEE-RAS established a Technical CommitteRolboethics:
* 2004,Fukuoka World Robot Declaratiprssued on February 25, in Fukuoka, Japan:

“Confident of the future development of robot tedgy and of the
numerous contributions that robots will make to Hmkind, this World

Robot Declaration is Expectations for next-genenmatirobots: a) next-
generation robots will be partners that coexisthaiuman beings; b) next-
generation robots will assist human beings both sptally and

psychologically; c) next-generation robots will ¢obute to the realization
of a safe and peaceful society”.

* 2005, ICRA (International Conference on Roboticg &utomation), Barcelona: the IEEE
RAS TC on Roboethics organized a Workshop on Rdlxset

e 2006, BioRob2006 (The first IEEE / RAS-EMBS Intetinoaal Conference on Biomedical
Robotics and Biomechatronics), Pisa, Italy: Miniggsium on Roboethics

1.7. Documentary and background material

Documentary material on Robotics and Ethics wasigeal by:

Almost a week of discussions during the Euron Rdtios Atelier, Genoa and discussions and
papers from:
» First International Symposium on Roboethics, Saore2004

* Fukuoka Fair, Japan, 2004
* |EEE Workshop, ICRA 2005
* Robocasa Conference, Japan 2005
» Biorob, Pisa, 2006
We also collected documents from:
* robotics researches
» applications cases
* Robotics labs
* witness from scientists
» documents and discussions with scientists and expeHumanities via Web.
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2. ETHIC AND ETHICS

According to theOxford Dictionary of PhilosophyEthics is “the branch of philosophy concerned
with the evaluation of human conduct” (Blackburn(1996).Oxford Dictionary of Philosophy
Oxford University Press).

The difference between Ethics and Morality is seibtl

According to Italian philosopher Remo Bodei: “Thend Ethics is generally associated to our
relationship with others, to our public dimensiamhile morality concerns more with our
conscience’s voice, our relationship with ourselv@®e distinction, however, is purely
conventional, because the word comes from the Grveakl ethos which means habit, and
morality from Latinmos/moriswhich again means habit.”

Another definition is the following: “In simple ters morality is the right or wrong (or otherwise)
of an action, a way of life or a decision, whildies is the study of such standards as we use or
propose to judge such things.” (Paul Newall, 20Qf://www.galilean-library.org/int11.html)

In short ‘Morality” is the subject of a science calldgthics”. (AlthoughMorality may also refer
to a code of conduct: http://plato.stanford.eduiestmorality-definition/).

The definition ofgood andbad differ according to ages, cultures and societies the basis of
religious beliefs, moral values, professional dutsocial obligations and prohibitions.

0 Meta-Ethics Meta-ethics, the study of what in essence etlighiles are, how such values
are obtained and how moral goods are achievedyyrcantext. It analyzes the language
of morals, or the linguistic properties of morab@aments. Reasoning about morals is
linguistic activity and governed by the rules objper use of language. If moral words
have special linguistic properties (for examplépifight” implies universal applicability),
such properties will guide our moral arguments amftlence the results of rational
discourse.

o Descriptive Ethics analyses the ethical standards or principles specific group or
tradition.

o Normative Ethics is the development of theories that systematicdéyote right and
wrong actions.

0 Applied Ethicsis the application of a particular set of circumsts and practices to the
given theory of ethics adopted by the group.

In scientific circles,Secular Humanism a non theistically ethical philosophy based upon
naturalism, rationalism and free thought - gaineshggimportance and influence.

Different world cultures, religions and societieavl different concept of ethics, and have
different ideas, definitions and applications oé tboncepts of life, human dignity, freedom,
consciousness, privacy, and so on.

It is true that in the scientific and technologidamain a professional conception of ethics, closer
to professional deontology is becoming dominant anohiversal standard of practice. However,
we cannot underestimate the impact of society’siops onScience&Societissues, and on the
trend of the advancement of science and technologyforget that in some cases civil society
intervened to stop or limit the field of scienceattithey considered to be dangerous and
problematic.

However,Ethics in the digital worlcheeds new approaches, beyond the classical nham@li¢s,
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opening new and unresolved moral problems in dgaliith:

new disciplines;

new technological objects which are not only tdolswork butagents companions, avatars
(Floridi).

A partVirtue Ethics the classical Greek moral philosophy, the dontimaoral theories are:

Utilitarianism - or more generallfConsequentialismguideline properties that depend only
on the consequences, not on the circumstances oatiare of the act in itself;

Contractualism morality as the result of an imaginary contraetween rational agents, who
are agreeing upon rules to govern their subseduerdviour. The idea is not that moral rules
have resulted from some explicit contract entenéal by human beings in an earlier historical
era; a claim that is almost certainly false. (Jdlmcke seems to have held a view of this
sort.[5]) Nor is the idea that we are, now, imgliccommitted to a contract of the ‘| won't hit
you if you don’t hit me’ variety, which implausibheduces moral motivation

Deontologismor duty-based ethics: What is my moral duty? Waratmy moral obligations?
How do | weigh one moral duty against another? Isathieory is an example of a
deontological or duty-based ethics : it judges rigry examining the nature of actions and
the will of agents rather than goals achieved.

2.1. Ethical Issues

Here below are some of the ethical issues connectdie Roboethics Roadmap which can
differ, in their definition and application, accarg to cultures, religions and societies:

» Concepts of Immanentism/Transcendentalism;

* What is human?; post-human? Cyborg?

* Human life/artificial life;

* Human intelligence/artificial intelligence;

» Privacy vs. traceability of actions;

* Integrity of the person/perception of human being;
» Diversity (Gender, Ethnicity, Minorities)

* Freedom;

* Human enhancement (physical, cognitive; through egeherapy, ICT, silicon
implants, robotics, nanotechnology);

What is science/knowledge?

Animal welfare.

2.2. Principlesto be followed in Roboethics:

* Human Dignity and Human Rights

* Equality, Justice and Equity

* Benefit and Harm

» Respect for Cultural Diversity and Pluralism
* Non-Discrimination and Non-Stigmatization
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* Autonomy and Individual Responsibility
* Informed Consent

e Privacy

» Confidentiality

» Solidarity and Cooperation

* Social Responsibility

» Sharing of Benefits

» Responsibility towards the Biosphere.

2.3. Ethical Issuesin an I CT society

Roboethics shares many “sensitive areas” with Caenplthics and Information Ethics. But,
before that, we have to take into account the dlettecal problems derived from the Second and
Third Industrial Revolutions, in the field of thelationship between Humans and Machines:

» Dual-use technology (every technology can be usdd@sused);
* Anthropomorphization of the Machines;

* Humanisation of the Human/Machine relationship (othge and affective bonds
toward machines);

* Technology Addiction;

» Digital Divide, socio-technological Gap (per agesgial layer, per world areas);
» Fair access to technological resources;

» Effects of technology on the global distributionvedalth and power;

* Environmental impact of technology.

From the Computer and Information Ethics we bortbesknown Codes of Ethics call@hPA,
acronym of: privacy, accuracy, intellectual propexhd access.

* Privacy. What information about one's self or one's asdmris must a person reveal to
others, under what conditions and with what safedgi What things can people keep to
themselves and not be forced to reveal to others?

* Accuracy Who is responsible for the authenticity, fideliynd accuracy of information?
Similarly, who is to be held accountable for errorgnformation and how is the injured party
to be made whole?

* Property Who owns information? What are the just and faices for its exchange? Who
owns the channels, especially the airways, througtth information is transmitted? How
should access to this scarce resource be allocated?

» Accessibility What information does a person or an organizdtewe a right or a privilege to
obtain, under what conditions and with what safeds2

By Engineering Ethicare meant the Codes of Ethics bearing on the gsimfeal responsibilities
of engineers, guiding to a responsible conducesearch and practice. In this cont&Security
andReliability are the most important ethical codes of conduathermore:
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* Hold paramount the safety, health and welfare ef plblic in the performance of their
professional duties.

» Perform services only in areas of their competence.

* Issue public statements only in an objective anthful manner.

* Act in professional matters for each client ashfaitagents or trustees.

* Avoid improper solicitation of professional assiggmts.

(American Council of Engineering Companies Ethicaldelineg

Questions raised on the range of application o$isga technologies, and on the uncertainty of

performance of these are raised in connection tiooambotics:

« Under what conditions should we decide that depkxyins acceptable?

* At what point in the development of the technol@ggn increase in deployment acceptable?

* How do we weigh the associated risks against tissiple benefits?

* What is the rate of the ethics of functional congagion or repair vs. enhancement?

» This issue is especially notable regarding the lprabof augmentation In some cases a
technology is regarded as a way of compensatingdore function that is lacking compared
to the majority of humans; in other cases, the s&clnology might be considered an
enhancement over and above that which the majofibumans have. Are there cases where
such enhancement should be considered unethical?

* Are there cases where a particular technologyf isteluld be considered unacceptable even
though it has potential for compensation as wedrdsgancement?

» The question of identifying cause, and assigniisgaoeasibility, should some harm result from
the deployment of robotic technology.

(Wagner, J.J, David M. Cannon, D.M., Van der Loo0s).

2.4. The precautionary principle

Problems of thelelegationandaccountability to and within technology are daily life problems
of every one of us. Today, we give responsibildy fcrucial aspects of our security, health, life
saving, and so on to machines.

Professional are advised to apply, in performingsgeve technologies the precautionary
principle:

"When an activity raises threats of harm to humaalth or the environment, precautionary
measures should be taken even if some cause-axt-e#ationships are not fully established
scientifically."

Source, January 1998 Wingspread Statement on #wadionary Principle; see also the Rio
Declaration from the 1992 United Nations Conferemse Environment and Development,
Agenda 21; and the Commission of the European Canities, Brussels, 02.02.2000, com(2000)
1 communication from the Commission on the precaatiy principle.
http://ec.europa.eu/comm/dgs/health_consumer/ifwab/pub07_en.pdf

From the precautionary principle derive some othkss such as

e non-instrumentalisation
e non-discrimination
* informed consent and equity
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* sense of reciprocity
e data protection

The aim of this roadmap is to open a debate orethieal basis which should inspire the design
and development of robots, to avoid the need toiecconscious of the ethical basis only under
the pressure of grievous events. We agree thatdpt®n should not produce paralysis of
science and technology” (G. Tamburrini).

3. ETHICS IN SCIENCE AND TECHNOLOGY

“What is science? Not the collection of facts the establishment, through open debate, of new
principles that command wide acceptance The prooésscorporating ethical concerns and
recommendations in daily applicationJofin Polanyi, Nobel Laureate)

The issue of scientific responsibility towards sbgihas most often arisen after the misuse of
scientific discoveries.

Concerns about science research and applicatiow @fter the Hiroshima and Nagasaki
bombings, and more recently as a result of the gemee of applications of biotechnologies to
human reproduction.

Concerned scientists; stakeholders; NGO’s warnibgut the future of our planet; parents
warning about the invasion of technology in chifdserooms, have proposed to scientists,
manufacturers, distributors, and advertising agemnttie adoption of ethical conducts.

How can the ethical principles discussed in tras@diinary assemblies; expressed by warnings
or the public’s concern; suggested by religiousspealities, theologians, and moral leaders;
and/or forwarded by a community of concerned s@entbe incorporated in the current

application of research and development?

Here below the main social and institutionalizedrfe of codes of conducts.

3.1. Oath & pledge

The Hippocratic Oath or Pledges are recurrent ele@snfor other initiatives to develop and
implement codes of conduct for scientists in genaral scientists in specific areas in particular.
Here below a case of a Hippocratic Oath for Scésti

Sir Joseph Rotblat, one of the founders of the Rggwmovement, received the 1995 Nobel
Peace Prize for his world-changing work with thigamization. In response to the Nobel Peace
Prize and as an acknowledgment to Professor R@hdatnmitment to young people, Student
Pugwash USA developed their pledge, a "Hippocr&ath" for scientists. This pledge has
already been signed by thousands of students franymountries.

3.2. Code & guideline

A collection of laws, or regulations; a written teélat offers guidelines — e.g., rules, directioes
principles for moral conduct.

The guiding principlesof the Code of Research Ethics a@n-malfeasancand beneficence
indicating a systematic regard for the rights amtériests of others in the full range of academic
relationships and activities.
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* Non-malfeasancés the principle of doing, or permitting, no ofé€ misconduct. It is the
principle of doing no harm in the widest sense.

* Beneficencas the requirement to serve the interests and-betlg of others, including
respect for their rights. It is the principle ofidlg good in the widest sense.

Here below some quotes from one of the most knowanuals for scientists and researchers,
developed by OECD (Organisation for Economic Corafpen and Development):
Art. 3.4 Researchers must not compromise the ioWegr principles of non-
malfeasance and beneficence, legal obligationsarydpre-existing rights in the conduct
of research.
Art. 3.5 Researchers must weigh up the potentahflicting risks and benefits of
a particular piece of research, for instance thegmtial conflict between human and
animal welfare.
Art. 3.7 Researchers should consider the ethiegdlications of the research and
the physiological, psychological, social, politicaéligious, environmental, cultural and
economic consequences of the work for the partitgpaResearchers should be sensitive
to the possibility of blasphemy or giving offenaddllowers of faiths or beliefs arising
from a piece of work.
Art. 3.8 Where the researcher is not fully compet sufficiently informed to
make a fair judgement about the conflicting needd terests of direct and indirect
participants, it is essential that specialist advis sought.
a) Informed consent
b) Confidentiality and data protection
c) Animal rights
d) Research undertaken in public places
e) Academic Integrity
f) Contractual responsibilities
The OECD manual for the measurement of resourcestel® to research and experimental
development, the "Frascati Manual" (1994), wastemitoy and for the national experts in OECD
countries who collect and issue national R&D datal avho submit responses to OECD
international R&D surveys, aided by the staff of tBECD Economic Analysis and Statistics
Division.

3.3. Appeal

An appeal is an earnest request for support: dqretentreaty, or plea.
For example, the Appeal to GDCh (Gesellschaft Deweis Chemiker) members to endorse a
resolution against discrimination, racism and xdradga (2000).

3.4. Recommendation

A recommendation serves to induce acceptance oufaA recommendation is a prescription
only in the weak sense of offering advice: a nomeasuggestion that is neither legally nor
morally binding. It can, however, urge advice qudecefully. E. g. Recommendation N. (2000)8
of the Council of Europe’s Committee of Ministecsrhember states on the research mission of
universities.
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3.5. Manifesto

A manifesto is a public declaration of intentioapinions, objectives or motives, often issued by
a government, sovereign or organization.

For example, the Russell-Einstein Manifesto of 185& public declaration against war and the
further development of weapons of mass destruction:
“In view of the fact that in any future world waualear weapons will certainly be
employed, and that such weapons threaten the e@diexistence of mankind, we urge the
governments of the world to realize, and to ackedgé publicly, that their purpose cannot
be furthered by a world war, and we urge them, egnently, to find peaceful means for
the settlement of all matters of dispute betweemth

3.6. Statement & declaration

Basically, a statement or a declaration is a comaation in speech or writing setting forth facts,
particulars, etc. As such, it can be either weaklystrongly prescriptive, morally or legally
binding. To illustrate: (a) An international de@#on, such as the UN declarations, is binding in
international law (the status of which is, howewantroversial within jurisprudence) once the
member countries have accepted it. A declaratidegally binding nationally if it is formally
ratified and transformed into the national legiskat

(b) An international statement, such as the ‘Fdd®raof European Laboratory Animal
Associations (FELASA) non-human primate statemesgts forth norms that are morally binding
for the members of FELASA unconnected to legistatio

3.7. Resolution
A resolution is a formal expression of opinion atention made (usually after voting) by a
formal organisation, legislature, or other group.

3.8. Convention

A convention is a form of agreement, or a contriictan also mean a practice established by
general consent. An international convention isgreement between different states concerning
a specific matter, such as postal service, copyrigfic. Such a convention is, for example, the
European Convention on Human Rights and Biomedi¢eiedo 1997). If a convention is
ratified it becomes binding for the individual gsit

3.9. Charter

Ancient term which remains ambiguous and complék tstday, but its basic meaning can
perhaps be described as a legal act or documeinirdgethe formal organisation of a corporate
body or a constitution conceding special rights pridileges. An example is the Charter of the
United Nations. The charters have a legal charactdrare connected, in principle, to sanctions
when not properly executed.

3.10. Law

Principles established by a government applicabkepeople and enforced by judicial decision.

(Source Codes of CondugtStandards for Ethics in Researchbr. Kathinka Evers, European
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Commission, Directorate-General for Research, Dorate C — Science and Society, Unit C.3,
Ethics and Science)

3.11. Conditions for | mplementation

Any regulation or code of conduct shall be subjedConditions for Implementation. Regulations
cannot be implemented without at least some ofehoenditions, which should favour the
application of the rules and which are:
Individual and environmental conditions:
» Decision-Making: the empowered position and freedtmidentify and choose
alternatives based on the values and preferenfieed@nd accepted;
* Honesty and Integrity
« Transparency of processes
Institutional conditions:
» Periodic Review of the application procedures
* Review and assistance by Ethics Committees
* Promotion of Public Debate
» Definition of Risk Assessment, Management and Rréve
» Transnational Practices: comparison of conductsssoncountries and comparisons of
professional ethics around the world

3.12. Operativeness of the Principles

The implementation of Regulations or of Codes ohdiet should provide guidelines for
operationalizing and reconciling the Principledb&implemented, in case such Principles appear
inherently contradictory.

For instance, ethical guidelines may - by virtuetledir collective nature - pose a threat to the
individual's moral autonomy. Or, the public’'s demafor accountability could threaten the
professions’ pursuit of autonomy’.

See, for this: the interpretation of the principieshe Universal Declaration on Bioethics and
Human Rights (United Nations Educational, Scientiéind Cultural OrganizatioriJniversal
Declaration on Bioethics and Human Right® October 2005).

4. UNIVERSALLY ADOPTED ETHICAL PRINCIPLES

In roadmapping Roboethics, we refer to the Gertetiaical Principles adopted by most nations,
Cultures and People of the World.

International Charts and Declarations.

4.1. United Nations

* United Nations Universal Declaration of Human Rgyt0 December 1948),

* International United Nations Covenants on Econoricgcial and Cultural Rights and on
Civil and Political Rights of 16 December 1966,

* United Nations Convention on the Prevention andigbument of the Crime of Genocide of 9
December 1948,

* International United Nations Convention on the Hhation of All Forms of Racial
Discrimination of 21 December 1965,
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United Nations Declaration on the Rights of MentdRetarded Persons of 20 December
1971,

United Nations Declaration on the Rights of DisdbRersons of 9 December 1975,

United Nations Convention on the Elimination of Afbrms of Discrimination Against
Women of 18 December 1979,

United Nations Convention on the Rights of the €loil 20 November 1989,

United Nations Standard Rules on the EqualizatibnOpportunities for Persons with
Disabilities of 20 December 1993,

Convention on the Prohibition of the Developmentodection and Stockpiling of
Bacteriological (Biological) and Toxin Weapons amal their Destruction of 16 December
1971

4.2. Unesco

Unesco Convention against Discrimination in Edwratf 14 December 1960,

Unesco Declaration of the Principles of InternatioB@ultural Co-operation of 4 November
1966,

Unesco Recommendation on the Status of ScientéseRrchers of 20 November 1974,
Unesco Declaration on Race and Racial Prejudi@y dlovember 1978,

Universal Declaration on Bioethics and Huma htipwiv.catacconference.org/n Rights (19
October 2005)

Unesco: Ethics and the Responsibility of Science

Unesco: Declaration on Science and the use ofti#faigmowledge (1 July 1999) [FR]

Unesco: Universal Declaration on the Human Genonte luman Rights, (11 November
1997)

Unesco: Cartagena Protocol on Biosafety (Monti2200)
Unesco: Convention on Biological Diversity (5 Juré92)

4.3. 1lo - International Labor Organization

ILO Convention (No. 111) concerning Discrimination Respect of Employment and
Occupation of 25 June 1958.

ILO Convention (No. 169) concerning Indigenous ahdbal Peoples in Independent
Countries of 27 June 1989.

22 C/Resolution 13.1, 23 C/Resolution 13.1, 24 GfReion 13.1, 25 C/Resolutions 5.2 and
7.3, 27 C/Resolution 5.15 and 28 C/Resolutions ,0202 and 2.2, urging UNESCO to
promote and develop ethical studies, and the ac@oising out of them, on the consequences
of scientific and technological progress in theldgeof biology and genetics, within the
framework of respect for human rights and fundarlenéedoms.

4.4. The Nuremberg Code

From Trials of War Criminals before the Nurembergitisky Tribunals under Control Council
Law No. 10. Nuremberg, October 1946—April 1949. Whagton, D.C.: U.S. G.P.O, 1949-1953
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4.5. World Medical Association

(WMA) Declaration of Helsinki, Ethical Principleorf Medical Research Involving Human
Subjects, adopted by the 18th WMA General AssemBlglsinki, Finland, June 1964, and
amendments.

4.6. World Summit on the Information Society

Declaration of Principles , Geneva, 12 DecembeB200
http://www.itu.int/wsis/docs/geneval/official/dopnahit

4.7. European Union

Charter of Fundamental Rights of the European Ufg@©0/C 364/01) signed and proclaimed
by the Presidents of the European Parliament, then€ll and the Commission at the European
Council meeting in Nice on 7 December 2000, esp.:

* Atrticle 3: Right to the integrity of the person

* Atrticle 13: Freedom of the arts and sciences

» Atrticle 8: Protection of personal data

» Atrticle 10: Freedom of thought, conscience andjrefi

The Charter of European Fundamental Rights hadlestad these general ethical principles
(and more) as fundamental rights in Europe. Thergxib which these principles have become
part of everyday life varies between the MemberteStaHow they apply would be more

specifically expressed within national legislation.

» Directive 95/46 on the protection of personal data

» Directive 2001/83/EC on medicinal products for hanige

» Directive 98/44/EC on the legal protection of bakteological inventions

» Directive 86/609/EEC on the protection of animalsedi fore experimental and other
scientific purposes

* Protocol on Protection and welfare of animals (ol to the Amsterdam Treaty)

* Regulation (EC) No 1830/2003 on traceability andbelang of genetically modified
organisms and the traceability of food and feedipcts produced from genetically modified
organisms and amending Directive 2001/18/EC

» Council Decision 2002/835/EC adopting a specifiogpamme for research, technological
development and demonstration: ‘structuring theoaan Research Area’ (2002—-2006)

» Directive 2001/20/Ec of the European Parliament Ah@he Council of 4 April 2001 on the
approximation of the laws, regulations and admiatste provisions of the Member States
relating to the implementation of good clinical ¢iiee in the conduct of clinical trials on
medicinal products for human use.

» Directive 2002/58/EC of the European Parliament afhdhe Council of 12 July 2002
concerning the processing of personal data andotbtction of privacy in the electronic
communications sector,

» Directive 95/46/EC of the European Parliament aihthe Council of the European Union of
24 October 1995 on the protection of individualshwiegard to the processing of personal
data and on the free movement and on the free mevieof such data
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* Council Directive 90/385/EEC of 20 of June 1990tba approximation of the laws of the
Member States relating to active implantable mddiesices;

* Council of Europe on Human Rights and Biomedicgigned on 4 April 1997 in Oviedo,

« Convention for the Protection of Individuals witegard to the Automatic Processing of
Personal Data of the Council of Europe of 1 Janaag1

» Council of Europe: Convention for the protectionthfman Rights and dignity of the human
being with regard to the application of biology amddicine: Convention on Human Rights
and Biomedicine (4 April 1997)

» Council of Europe: Additional Protocol to the Contien for the Protection of Human Rights
and Dignity of the Human Being with regard to thepiication of Biology and Medicine, on
the Prohibition of Cloning Human Beings (12 Januk998)

» Council of Europe: Additional Protocol to the Contien on Human Rights and Biomedicine
concerning Transplantation of Organs and Tissuétuofian Origin (24 January 2001)

4.8. Charter Of Fundamental Rights of the European Union (2000)

Avrticles of interest:
e Human dignity

* Right to life

* Right to the integrity of the person

* Respect for private and family life

» Protection of personal data

* Freedom of the arts and sciences

* Freedom to choose an occupation and right to enigagerk

* The rights of the child

* The rights of the elderly

» Integration of persons with disabilities

* Environmental protection

» Consumer protection
(http://'www.europarl.europa.eu/charter/default_tm)h

4.9. General rulesregarding ethicsin EU research activities

In the “Ethics - The Ethical Review Procedure” gmtiof Science and Society Action Plan, it is
said (http://ec.europa.eu/research/science-sopagg/ en.cfim?id=3200):

“Article 3 of the FP6 states that "All the researabtivities carried out under the Sixth
Framework Programme must be carried out in compdiamth fundamental ethical principles. In
order to implement this article the European Corsiais has introduced an ethical review for
proposals raising sensitive ethical issues intcetlauation process (...)

All proposals for research submitted to the Europ€ammission for funding must include a
section describing the ethical issues raised by ghggect regarding its methodology, the
objectives and the possible implications of theultssand the way they will be tackled (...)
principles reflected in the Charter of fundamenigthts of the European Union such as protection
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of human dignity and human life, protection of meral data and privacy as well as the
environment (...)

The objective of this additional assessment is ttkensure that the European Union is not
supporting research which might violate fundameetiical principles.

Integrated Projects and Networks of Excellencééngriority areas of research are encouraged to
take on board specific research and stakeholdempgrto study the ethical impact of the research
undertaken”.

Possible ethical implications of the research tesuch as

» protection of dignity

e autonomy, integrity and privacy of persons,
* biodiversity,

e protection of the environment,

» sustainability

* animal welfare

See also:
* The European Group on Ethics
* The Forum of National Ethics Councils (NEC Foruar),informal, independent platform
for exchange of information, experience and beattmes on issues of common interest
in the field of ethics and science.

5. Intercultural understanding and dialogue

The international scientific, juridical, economicand regulatory community, often grouped
under Unesco’s Committees, has in many occasiamgoped a harmonisation of world ethical
principles, especially in those cases when thogaciptes are concerning the application of
science and technology to sensitive issues sudifeasiuman reproduction, human dignity and
freedom.

The Ethics of Science and Technology Programmd, gfatUNESCO’s Division of Ethics of
Science and Technology in the Social and Humann8eg Sector, and COMEST, an advisory
body to UNESCO composed of 18 independent explesise proposed, in the field of bioethics,
to start a process towardsleclaration on universal norms on bioethics

In Rio de Janeiro, December 2003, COMEST organgeadhternational conference on the issue
of aUniversal Ethical Oath for Scientists.

There are many Centre for Applied Ethics and centtealing with related issues in Europe,
United States, Canada, Latin America, India an@&Asi

5.1. International Center for Information Ethics

The ICIE was created in 1999 by Rafael Capurro {tdobule der Medien - Stuttgart University
of Applied Sciences, Germany). It started as a lsmadup of friends and colleagues but
developed soon into an international and intercaltplatform with by now more than 180
members from all over the world. Since 2004 ICIEblmhes the International Review of
Information Ethics (IRIE). (http://icie.zkm.de/)
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5.2. International Society for Ethics and Information Technology

INSEIT was created at a Computer Ethics, Philosmgdhinquiry conference at Dartmouth
College in 2000. (http://csethics.uis.edu/inseit/)

5.3. Cultural Attitude Towards Technology and Communication Conference (CATaC)

The biennial CATaC conference series continues rtavigge an international forum for the
presentation and discussion of current researcthaw diverse cultural attitudes shape the
implementation and use of information and commuiocatechnologies (ICTs). The conference
series brings together scholars from around thbeglwho provide diverse perspectives, both in
terms of the specific culture(s) they highlighttheir presentations and discussions, and in terms
of the discipline(s) through which they approach e thconference theme.
(http://www.catacconference.org/)

5.4. The Pugwash Conference on Science and World Affairs

The Pugwash Conferences was founded following tlamifdsto issued in 1955 by Bertrand
Russell and Albert Einstein -- and signed also tgxNBorn, Percy Bridgman, Leopold Infeld,
Frederic Joliot-Curie, Herman Muller, Linus Paulir@ecil Powell, Joseph Rotblat, and Hideki
Yukawa -- which called upon scientists of all poll persuasions to assemble to discuss the
threat posed to civilization by the advent of thenuclear weapons. (http://www.pugwash.org/)

5.5. Computer Professional for Social Responsibility (CPSR)

CPSR is a global organization promoting the resiptmsise of computer technology. Founded in
1981, CPSR educates policymakers and the publia omide range of issues. CPSR has
incubated numerous projects such as PrivaterraRtidic Sphere Project, EPIC (the Electronic
Privacy Information Center), the 21st Century Rehjehe Civil Society Project, and the CFP
(Computers, Freedom & Privacy) Conference. Origgntdunded by U.S. computer scientists,
CPSR now has members in over 30 countries on sitimamts. (http://www.cpsr.org/about/)
(http://www.ucsusa.org/)

5.6. Makkula Center

The Makkula Center for Applied Ethics at Santa &l&iniversity, USA, is the sea for research
and dialogue on ethical issues in critical areagmgrican life. The center works with faculty,
staff, students, community leaders, and the publiaddress ethical issues more effectively in
teaching, research, and action. The center's famems are business, health care and
biotechnology, character education, governmentbajldeadership, technology, and emerging
issues in ethics. Articles, cases, briefings, aatbdue in all fields of applied ethics are avaiéab
on this site. (http://www.scu.edu/ethics/)

5.7. The Centre for Responsible Nanotechnology

The Centre for Responsible Nanotechnology is aprofit research and advocacy organization
concerned with the major societal and environmemalications of advanced nanotechnology.
CRN promotes public awareness and education, andr#iting and implementation of effective

policy to maximize benefits and reduce dangers.

Their mission is to “engage individuals and groupsbetter understand the implications of
molecular manufacturing and to focus on the residsrand benefits of the technology. Their goal
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is the creation and implementation of wise, comensive, and balanced plans for global
management of this transformative technology” piiitvww.crnano.org/)

5.8. Union of Concerned Scientists

UCS is an independent non-profit alliance of mohant 100,000 concerned citizens and
scientists. Their mission is “rigorous scientifigadysis with innovative thinking and committed
citizen advocacy to build a cleaner, healthier emunent and a safer world”.

5.9. Thelnternational I nstitute of Humanitarian Law

As an independent organisation, the Institute eajec encourages dialogue among

governments, organisations and institutions corezkrmmith humanitarian issues, as well as with
individual experts. Since its creation, the Ingétihas dealt with a broad range of subjects
regarding humanitarian law and action. It has asown how the law of human rights,

humanitarian law and refugee law are all intereglaind interdependent. (www.iihl.org)

5.10. The World Transhumanist Association

The World Transhumanist Association is an inteoral non-profit membership organization
which “advocates the ethical use of technologyxdpaead human capacities”. They “support the
development of and access to new technologiestiaile everyone to enjoy better minds, better
bodies and better lives”. In other words, they wageople to be better than well
(http://www.transhumanism.org)

For additional consultation:
http://icie.zkm.de/institutions

6. ROBOTICS AND ETHICS

Is Robotics a new science, or is a branch or d 6éhpplication of Engineering?
Actually Robotics is a discipline born from:

* Mechanics

* Physics/Mathematics

* Automation and Control
» Electronics

» Computer Science

* Cybernetics

* Artificial Intelligence

This shows that Robotics is a uniqgue combinatiomahy scientific disciplines, whose fields of
applications are broadening more and more, acogrdinthe scientific and technological
achievements.

6.1. Specificity of Robotics

It is the first time in history that humanity is @paching the threshold of replicating an
intelligent and autonomous entity. This compelsgbientific community to examine closely the
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very concept of intelligence — in humans, animalsg of the machines — from a cybernetic
standpoint.
In fact, complex concepts like autonomy, learniogpsciousness, evaluation, free will, decision
making, freedom, emotions, and many others shadinadysed, taking into account that the same
concept shall not have, in humans, animals, andhimes, the same semantic meaning.
From this standpoint, it can be seen as naturahandssary that Robotics draws on several other
disciplines:

* Logic/Linguistics

* Neuroscience/Psychology

» Biology/Physiology

* Philosophy/Literature

* Natural History/Anthropology
» Art/Design

Roboticsde factounifies the so calletivo cultures Science and Humanities.

The effort to design Roboethics should make thetyuof these two cultures a primary
assumption. This means that experts shall view Robas a whole - in spite of the current early
stage which recallsmelting pot- so they can achieve thsion of the Robotics’ future.

6.2. About Roboethics

In 1942, novelist Isaac Asimov formulated, in tlovel Runaroundthe Three Laws of Robotics:

1. A robot may not injure a human being, or throughction, allow a
human being to come to harm.

2. A robot must obey the orders given it by humginds except where such
orders would conflict with the First Law.
3. A robot must protect its own existence as languch protection does not
conflict with the First or Second Law
Later on Asimov added the Fourth Law (known as [Zar0):
4. No robot may harm humanity or, through inacti@tipw humanity to
come to harm.
The theme of the relationship between humankind antdnomousmnachines — or, automata -
appeared early in world literature, developedlfirgtrough legends and myths, more recently by
scientific and moral essays.

The topic of the rebellions of automata recurshi@ tlassic European literature, as well as the
misuse or the evil use of the product of ingenuityis not so in all the world cultures: for
instance, the mythology of the Japanese culturess dwt include such paradigm. On the
contrary, machines (and, in general, human projliarts always beneficial and friendly to
humanity.

These cultural differences in attitudes towards hirvees are a subject the Roboethics Roadmap
should take into account and analyse.
Questions:

» Although farsighted and forewarning, could Asimottisee Laws become really tEghics of
Robot®
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* Is Roboethics the ethics of robots or the ethia®bbtic scientists?

* How far can we go in embodying ethics in a robotf®l Avhich kind of “ethics” is the correct
one for Robotics?

* How contradictory is, on one hand, the need to @mgnt Roboethics in robots, and, on the
other, the development of robot autonomy?

* Isitright that robots can exhibit a “personaliy”

* Is itright that robots can express “emotion”?

6.3. What is a Robot?

Robotics scientists, researchers, and the genahdicphave about robots different evaluations,
which should taken into account in the Roboethiocad®nap.

6.3.1. Robots are nothing but machines

Many consider robots as mere machines - very sogdtisd and helpful ones - but always
machines. According to this view, robots do notéhawy hierarchically higher characteristics,
nor will they be provided with consciousness, fnek, or with the level of autonomy superior to
that embodied by the designer. In this frame, Rtbcg can be compared to an Engineering
Applied Ethics.

6.3.2. Robots have ethical dimensions

In this view, an ethical dimension is intrinsic kit robots. This derives from a conception
according to which technologg not an addition to man but is, in fact, onelo# tvays in which
mankind distinguishes itself from animaBo that, like language and computers, but evere mo
humanoid robots are symbolic devices designed lganity to extend, enhance, and improve
our innate powers, and to act with charity and igbehtions.(J. M. Galvan)

6.3.3. Robots as moral agents

Artificial agents, particularly but not only those Cyberspace, extend the class of entities that
can be involved in moral situations. For they carcbnceived as moral patients (as entities that
can be acted upon for good or evil) and also ashagents (not necessarily exhibiting free will,
mental states or responsibility, but as entities dan perform actions, again for good or evil).
This complements the more traditional approach, mom at least since Montaigne and
Descartes, which considers whether or not (aréficagents have mental states, feelings,
emotions and so on. By focusing directly on ‘miedd morality’ we are able to avoid that
question and also many of the concerns of Artifimglligence.(L. Floridi)

6.3.4. Robots, evolution of a new specie

According to this point of view, not only will ourobotics machines have autonomy and
consciences, but humanity will create machines #éxaeed us in the moral as well as the
intellectual dimensionsRobots, with their rational mind and unshaken atity, will be the new
species: Our machines will be better than us, aadwil be better for having created the(.
Storrs Hall)

6.4. Main positions on Roboethics

Since the First International Symposium on Robasthihree main ethical positions emerged
from the robotics communit{D. Cerqui)
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6.4.1. Not interested in ethics.

This is the attitude of those who consider thairthetions are strictly technical, and do not think
they have a social or a moral responsibility inrtierk.

6.4.2. Interested in short-term ethical questions.

This is the attitude of those who express theiicatilconcern in terms of “good” or “bad,” and
who refer to some cultural values and social cotivas. This attitude includes respecting and
helping humans in diverse areas, such as implentgelaws or in helping elderly people.

6.4.3. Interested in long-term ethical concerns.

This is the attitude of those who express theiicathconcern in terms of global, long-term
questions: for instance, the “Digital divide” bewwe South and North; or young and elderly.
They are aware of the gap between industrializeti @oor countries, and wonder whether the
former should not change their way of developirgptas in order to be more useful to the latter.

6.5. About the Name

The name Roboethidgoined in 2002 by G. Veruggi®jas officially proposed during the First

International Symposium of Roboethics (Sanremo/F&En 2004), and rapidly showed its

potential, for several reasons:

* Namingthings- according to the Principles of Composition -Givkem reality lomina sunt
consequentia rerum)

» People more readily pay attention to a concept wisdinked to “the inherent nature of the
material”;

» Itrecalls the well-known wor8ioethics

» Since then the word Roboethics has been widely insadd by:

» Official publications and Projects,

* Universities and Research Centres,

* Professional Associationssde IEEE-RAS Robotics and Automation Society, AAAI
American Association for Artificial Intelligence, MO World Health Organisation),

» Papers, publications,

* media

» the Internet.

6.6. Disciplinesinvolved in Roboethics

The design of Roboethics will require the combinesimmitment of experts of several
disciplines, who, working in transnational projea@smmittees, commissions, will have to adjust
laws and regulations to the problems resulting ftbenscientific and technological achievements
in Robotics.
In all likelihood, we will witness the birth of negurricula studiorumand specialities, necessary
to manage a subject so complex, juts as it happeited-orensic Medicine.
In particular, we mention the following fields d&tmain ones to be involved in Roboethics:

* Robotics

e Computer Science

» Artificial Intelligence
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* Philosophy
* Ethics
* Theology

» Biology/Physiology
» Cognitive Sciences
* Neurosciences

e Law

* Sociology

» Psychology

* Industrial Design

7. ROBOETHICS TAXONOMY

In the period of a year, the Euron Roboethics Atelill have carried out sour d’horizonof the
field in Robotics: an overview of the state of #ré in Robotics, and of the main ethical issues,
driven by the most recent technoscientific develepts, which can only just be glimpsed.

A taxonomy of Robotics is not a simple task, simpigause the field is in a full bloom.

A classification of Robotics is a work in progredsne simultaneously with the development of
the discipline itself.

Aware of the classifications produced by the mamb@&ics organizations, which differ from one
another on the basis of the approach — technolibgpqdicational -, we have preferred, in the
case of the Roboethics Roadmap, to collect the nfaalotics fields from a typological
standpoint, according to shared homogeneity optbelems of interface towards the society.
Instead of an encyclopaedic approach, we have wello - with few modifications - the
classification oEURON Robotics Research Roadmap

For every field, we have tried to analyse the arstuation rather than the imaginable. Thus,
we have decided to give priority to issues in aggpkthics rather than to theoretical generality.

It should be underscored that the present gridt€rhaustive; it is the number 1.0 release of the
Roboethics Roadmap, subject to correction and ingmnent.

The following chapters consist of the classificatad the main typologies of ethical problems in
Robotics, as they emerged from the contributiorthef Participants to the Atelier, and from a
broad array of documentation.

It should also be noted that Robotics, unlike odwéences, has not yet been affected by practical
ethical cases, nor has it had to deal with dransati@ations.

7.1. Humanoids

One of the most ambitious aims of Robotics is teigle an autonomous robot that could reach -
and even surpass - human intelligence and perfarenam partially unknown, changing, and
unpredictable environments.

“Essentially, it is expected that a robot will pide assistance in housework, for aged people and
for entertainment to keep up the amenity of lifel dmiman environment in the next century. A
type of human robot, a Humanoid is expected, tckwogether with human partners in our living
environment, and it will share the same workingcgpand will experience the same thinking and
behaviour patterns as a human being. The roboimégrate information from sensors and show
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coordinated actions which realize a high level ommunication with a human without any
special training using multimedia such as speeaxtiaf expression and body movemersdijrce
Waseda Humanoid Robaotics Institute)

7.1.1. Artificial Mind

We shall introduce here, in summary, the concepintdiligence. In this Roadmap, we limit
ourselves to defining intelligence from an engineagrpoint of view, that is, an operational
intelligence — although we are aware of the faat thur terminology regarding robots’ functions
is often taken from the language used for humangsei

According to theComputational Theory of the MindH. Putnam, 1961) the human mind is
structured on a set of hierarchical representaltiabaities which allow humans to understand
beliefs, goals, and desires of others, on the ledsis internal model, and within an intentionally
directed framework.

Artificial Intelligence shall be able to lead thebot to fulfill the missions required by the end-
users. To achieve this goal, in recent years sstenbhave been working on Al techniques in
many fields. Among them:

a) Artificial vision;

b) Perception and analysis of the environment;

c) Natural Language Processing;

d) Human interaction;

e) Cognitive Systems;

f) Machine learning, behaviours;

g) Neural Networks;

From our point of view, one of the fundamental asp@f robots is their capability to learn: to
learn the characteristics of the surrounding emvirent, that is, a) the physical environment, but
also b) the living beings who inhabit it. This medhat robots working in a given environment
have to recognise human beings from otitgects

In addition to learning about the environment, tsbloave to learn about their own behaviour,
through a self reflective process. They have tonldeom experience, replicating somehow the
natural processes of the evolution of intelligemckving beings (synthesis procedures, trial-and-
error, learning by doing, and so on).

It is almost inevitable that human designers aadinad to replicate their own conception of
intelligence in the intelligence of robots. In tuthe former gets incorporated into the control
algorithm of the robots. Robotics intelligence iearned intelligence, fed by the world’s models
uploaded by the designers. It is a self-developgelligence, evolved through the experience
robots have achieved and through the learned seffetitheir actions. Robotics intelligence
comprises also the ability to evaluate, to attebaijudgement to the actions carried out.

All these processes embodied in robots producea d¢d intelligent machine endowed with the
capability to express a certain degree of autondirfpllows that a robot can behave , in some
situations, in a way which is unpredictable fortteiman designers.

Basically, the increasing autonomy of the robotsildogive rise to unpredictable and non
predictable behaviours.

So, without necessarily imagining some Sci-Fi sdesawhere robots are provided with
consciousness, free will and emotions, in a fewryase are going to cohabit with robots
endowed with self knowledge and autonomy — in tigireeering meaning of these words.
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7.1.2. Atrtificial Body

Humanoids are robots whose body structure resentbdetiuman one. They answer to an old
dream of humanity, and certainly do not spring ofityn rational, engineering or utilitarian
motivations, but also from psycho-anthropologica®.

Humanoids are the expression of one of the demahdsur European culture, that is that
humankind were created some mechanical being isltape of a human. In the Japanese culture,
it is the demand to carefully replicate naturelintaforms.

It is a very difficult and demanding enterpriseraject of the level of th#&lission to the Moon
But, precisely for its characteristic of being afehumanity's dreams, the investments are high
and the speed of progress very quick.

It has been forecasted that that it will be possibi certain situations, to confuse one with the
other. Humanoids will assists human operators imdmu environments, will replace human

beings, and will cooperate with human beings inynaays.

Given the high cost and the delicacy of the humdsahey will probably be employed in tasks

and in environments where the human shape woulllly rea needed, that is, in all these

situations where the human-robot interaction ispry, compared to any other mission - human-
robot interactions in health care; children/disdbpeople/elderly assistance; baby sitting; office
clerks, museum guides; entertainers, sexual rolamig, so on. Or, they will be employed as
testimonials for commercial products.

In the frame of this Roadmap, there is no needdsety examine the technological aspects of
humanoids (actuators, artificial muscles; robohgaanning; visual aspect and the realization of
emotion in humanoid robots; expressions of verbad aonverbal information in robots;
environment and human recognition of human facam&dn-machine communication interface;
and so on). Many of these technologies come frarobbtics; and many, born in the humanoids
labs, are and will be applied to biorobotics.

7.1.3. Benefits

« Intelligent machines can assist humans to perfoeny difficult tasks, and behave like true
and reliable companions in many ways.

 Humanoids are robots so adaptable and flexible tivey will be rapidly used in many
situations and circumstances.

* Their shape, and the sophisticated human-robotaiciien, will be very useful for those
situations where a human shape is needed.

» Faced with an aging population, the Japanese gdoietsees humanoid robots as one way to
enable people to continue to lead an active andyatove life in their old age, without being
a burden to other people.

» Research carried out in humanoids laboratories theeworld will have as a side effect the
development of platforms to study the human body,tfaining, haptic test and trainings,
with extraordinary outcomes on health care, edanagdutainment, and so on.

7.1.4. Problems

* Reliability of the internal evaluation systems obots.
» Unpredictability of robots’ behaviour.
» Traceability of evaluation/actions procedures.
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* Identification of robots.

» Safety. Wrong action can lead to dangerous sitnatior living beings and the environment.

» Security. In cases where the autonomy of the rababntrolled by ill-intentioned people,
who can modify the robot’s behaviour in dangerous fraudulent ways.

Because humanoids incorporate almost all the cteisiics of the whole spectrum of robots,
their use implies the emergence of nearly all tteblems we are examining below. In particular,
their introduction in human environments, workpkgceomes, schools, hospitals, public places,
offices, and so on, will deeply and dramaticallyaiege our society.

We have forecast problems connected to:

* Replacement of human beings (economic problems;ahunmnemployment; reliability;
dependability; and so on)

* Psychological problems (deviations in human emagatiorproblems of attachment,
disorganization in children, fears, panic, confasieetween real and artificial, feeling of
subordination towards robots).

* Well before evolving to become conscious agentspanoids can be an extraordinary tool
used to control human beings.

7.1.5. Recommendations

Activate working groups inside Standards Committéesstudy the possibility to define

international technical/legal rules for commerc@ots regarding:

» Safety. We should provide for systems for the adrdf robots autonomy. Operators should
be able to limit robots autonomy when the correbbt behaviour is not guaranteed.

e Security: H/W and S/W keys to avoid inappropriatdélegal use of the robot

* Traceability: like in the case of sensitive systeme should provide for systems like the
aircraft’s black box, to be able to register andutoent robot’s behaviours.

» Identifiability: like cars and other vehicles, rabdoo should have identification numbers and
serial numbers.

* Privacy: H/W and S/W systems to encrypt and pas$pootect sensitive data needed by the
robot to perform its tasks or acquired during s\aty.

Promote cross-cultural updates for engineeringnéisis that allow them to monitor the medium
and long-term effects of applied robotics technmsg

Promote among robotics scientists the spirit offilkuoka World Robot Declaration (2004):
1. Next-generation robots will be partners thatxtsienvith human beings;
2. Next-generation robots will assist human beinggh physically and psychologically;
3. Next-generation robots will contribute to thalreation of a safe and peaceful society.

7.2. Advanced production systems

7.2.1. Industrial robotics

An industrial robot is officially defined by ISO @ automatically controlled, reprogrammable,
multipurpose manipulator.

Complexity can vary from simple single robot toyweomplex multi robot systems:

* Robotic Arms
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* Robotic Workcells

* Assembly Lines

Typical applications of industrial robots includelding, painting, ironing, assembly, pick and
place, palletizing, product inspection, and testalyaccomplished with high endurance, speed,
and precision.

Industrial robotics is the main field of researapplication and manufacturing. “In 2004, 17%
more robots were sold than in 2003 (...) A robustwghoin robot installations worldwide
between 2005 and 2008 can be expectsolifce IFR/Unece 2004)

7.2.2. Benefits

* Increase productivity (speed, endurance)

* Increase quality (precision, cleanness, endurance)

* Make possible highly miniaturized devices

e Substitute for humans in dangerous, heavy, de-hisingrjobs

7.2.3. Problems

* Loss of workplaces
* Technical dependability

7.2.4. Recommendations

» Welfare politicies to facilitate workers’ reconviens
* Education programs to create new skills

7.3. Adaptive robot servants and intelligent homes

7.3.1. Indoor Service Robots

These are robot of several shapes and sizes (whelelgged, humanoids), equipped with
different kind of sensing systems (artificial visigystems, ultrasonic, radio) and manipulations
(grippers, hands, tools, probes). Service robgipat and back up human operators.

» Cleaning and housekeepers: fast and accurate, hexet;

» Baby sitters: patient, talkative, able to play magaynes, both intellectual and physical;

* Assistants to the elderly: always available, rééataught to provide physical support;

» Cleaners: fast and accurate, never tired;

* Handymen: able to solve many technical problems

7.3.2. Ubiquitous Robotics

We can considddbiquitous Roboticas an extension of Domaotics.

We will be living in a world where many objects Wike networked to each other and a robot will
provide us with various services by any device dbgio any network. Computers will be
accessible at any time and at any place; and ubigaintelligent machines will provide services
suitable to the specific situation.

The living space will be populated by an increasignber of networked intelligent appliances
and mobile robots. In the near future, living ar@alf be ubiquitously computerized, with
sensors and computer distributed in the environment
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Among the possible scenarios, the home robot veddme a single distributed robot, able to
perceive every aspect of the environment and obthegs living inside, performing every kind
of task required.

The goal is the development of intelligent buildirapnd houses autonomously taking care of:

* heating and ventilation

* cleaning

» safety and security

» food preparation and conservation

e laundry

e communication

e entertainment

* health care

* elderly people

e disabled persons

7.3.3. Benefits:

» Better quality of life
* Increased safety and security

7.3.4. Problems:

* Technology addiction

» Safety, security, privacy

* Unpredictability of machine behaviour resultingrfrenachine learning
» Assignment of liability for misbehaviours or crimes

* Humans in robotized environments could face psyatjioal problems.
* Addiction

7.3.5. Recommendations

» Update safety and security standards
» Legislation should consider privacy concerns duatelligent environments
* Need to monitor the mental health of lonely pe@dsisted by artificial environments.

7.4. Network Robotics

7.4.1. Internet Robotics

All robots will be connected to the web, througheoor more of the fast growing wireless
systems.

This will permit the remote human-robot interactifam tele-operation and tele-presence. This
also will permit robot-robot interaction for dathasing and cooperative working and learning.
When the Web speed will be comparable to that efitbernal LAN of the robot, the machine
will explode into a set of specialised systemsritigted over the net.

Complex robotic systems will be developed, consjstof teams of co-operating robotic
agents/components connected through ICT and GRiintdogies:

* multi-agent systems made up of identical indivichaddots

* multi-agent systems made up by specialised
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* networked intelligence systems
* networked knowledge systems

7.4.2. Robot ecology

Robot Ecologyindicates the field of research and developmengetf organising robot teams
consisting of a large number of heterogeneous teambers. The organization of robot teams or
squads is needed to perform specific tasks thatineecautomatic task distribution and co-
ordination at a global and local level; and whentid control becomes impossible due to large
distance and lack of local information, time ofragtravelling.

A full scale ecological robot team will be of trentus value in a number of applications such
as security, surveillance, monitoring, gardenimgl pharmaceutical manufacturing.

In addition the co-ordination of heterogeneous teafirobots will also be of significant value in
terms of planning, co-ordination and use of advdmoanufacturing systems.

7.4.3. Benefits:

* Increased efficiency in performing complex tasks

» Capability to manage large scale applications

* Abundant and replaceable interchangeable agents

* Reliability, because the group can perform eveeradtsing most of its parts.

7.4.4. Problems:

* Dependability of primary services on complex system
* Unpredictability of robot team behaviour

* Assignment of liability for misbehaviours or crimes

» Hacker vulnerability

* Privacy

7.4.5. Recommendations
* Update international fault tolerance standardsike into account cross-effect complexity

7.5. Outdoor Rabotics
Robots to explore, develop, secure, and feed oddvamd worlds beyond
7.5.1. Land

* Mining (automated load-haul-dump trucks, robotitlidg and blasting device).

« Cargo Handling (cranes and other automation teckyydior cargo lift on/lift off )

* Agricultural (autonomous tractors, planters andrbsters, applicators for fertilisers and pest
control).

* Road Vehicles (autonomous vehicles for humans igyocansportation)

* Rescue Robotics (robots that support first respangs in disaster missions)

* Humanitarian Demining (robots for detecting, loz&lg and neutralizing landmines)

 Environmental Protection (Robot for pollution clean and dangerous plants
decommissioning)

7.5.2. Sea
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» Research (Marine robots for oceanography, marioledy, geology)

» Offshore (underwater robots for inspection, maiatexe, repair and monitoring of oil and gas
facilities in deep and ultra deep waters

» Search & Rescue (underwater robots for first respdntervention in casualty at sea, like
submarine run aground)

7.5.3. Air

* UAV (autonomous airplanes for weather forecast,irenmental monitoring, road traffic
control, large area survey, patrolling)

7.5.4. Space

« Space Exploration (deep space vehicles, landinguiasdrovers)
e Space Stations (autonomous laboratories, contimd®@munication facilities)
* Remote Operation (autonomous or supervised dexdenous and manipulators)

7.5.5. Benefits

* Robots could be employed in dangerous operatiagnfl explosives, going underground
after blasting to stabilize a mine roof, miningareas where it is impossible for humans to
work or even survive)

» Especially mobile robots can be highly valuablelgom urban rescue missions after
catastrophes like earthquakes, bomb- or gas-expler daily incidents like fires and road
accidents involving hazardous materials. The robmas be used to inspect collapsed
structures, to assess the situation and to seattloeate victims).

* More efficient exploitation of natural resources

» Face food production for increased earth population

» Expand earth and space knowledge

7.5.6. Problems

« Excessive anthropization and exploitation of trenpt

* Threat to all the other forms of live on the planet

* Technology addiction

» Technology dual-use: Possible reconversion of ielvilrobots to devices for military and
misuses (terrorism, pollution)

7.5.7. Recommendations

* Environmental organizations should promote resesrain the impact of the new robotic
technologies on nature
Scientists should monitor the impact of heir tedbgies.

7.6. Health Care and Life Quality

7.6.1. Surgical Robotics

The field of surgery is entering a time of greadrmge, spurred on by remarkable recent advances
in surgical and computer technology. Computer-aied diagnostic instruments have been used
in the operating room for years to help providalibformation through ultrasound, computer-
aided tomography (CAT), and other imaging technigi®gRecently robotic systems have made
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their way into the operating room as dexterity-emtiag surgical assistants and surgical planners,
in answer to surgeons' demands for ways to overcihr@esurgical limitations of minimally
invasive laparoscopic surgery, a technique develdpethe 1980s. On July 11, 2000, FDA
approved the first completely robotic surgery devic

Typical applications are:

* Robotic Telesurgical Workstations

* Robotic devices for endoluminal surgery

* Robotic systems for Diagnosis (TAC, RMN, PET, ...)

* Robots for Therapy (Laser eye treatment, Targetadedr Therapy, Ultrasonic surgery...
» Virtual Environments for Surgical Training and Augntation

» Haptic interfaces for surgery/physiotherapy tragnin

7.6.2. Bio-Robotics

The design and fabrication of novel, high perforogbio-inspired machines and systems, for
many different potential applications; and to depefnano, micro, macro) novel devices that can
better act on, substitute parts of, and assist hub®ings, such as in diagnosis, surgery,
prosthetics, rehabilitation and personal assistance
Biomechatronic human prostheses for locomotion, ipudation, vision, sensing, and other
functions:

» artificial limbs (Legs, Arms, ...)

» Artificial Internal Organs (Heart, Kidney, ...)

» Artificial Senses (Eye, Ears...)

* Human Augmentation (exoskeleton,
This field has important connection with neuroscesnto develop neural interfaces and sensory-
motor coordination systems for the integrationhis bionics devices to human body/brain.

7.6.3. Assistive Technology

Personal robots in clinics or at home for the cdre
» Patient
» Elderly
* Handicapped

7.6.4. Robotics in computational biology
Micro/nano technologies and robots in medicine laintbgy
7.6.5. Benefits

* Minimally invasive surgery reduces patient recovame.

* Improved accuracy and precision

* Robotics systems increase precision of microsurgery

* Robotics enhance the performance of complex thesapi

» Bio-robotics will enhance the life quality aftessdases or accidents

» Assistive technology will help many people to cocidai more independent life
» Surgical robots can restore surgeon’s dexterity.

7.6.6. Problems
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» expense of the robotic systems

* dependability

* reduced dexterity, workspace, and sensory inptitdsurgeon

» breakdown of surgical robot systems can cause paligrfatal problems
» Issues of size, cost, functionality

7.6.7. Recommendations

« Create cross committee with bioethics people
* high security and reliability

7.7. Military Robotics

7.7.1. Intelligent Weapons

In this field are comprised all the devices resgltirom the development of traditional systems

by using robotics technology (automation, artificrelligence, and so on)

* Integrated Defence Systems: A.l. system for irgelice surveillance, and controlling
weapons and aircraft capabilities.

* Autonomous Tanks: armoured vehicles carrying wesowl/or tactical payloads.

* Intelligent Bombs and Missiles.

« UAVs (Unmanned Aerial Vehicles): unmanned spy ptased remotely-piloted bombers.

e AUVs (Autonomous Underwater Vehicles): intelligertbrpedoes and autonomous
submarines.

7.7.2. Robot Soldiers

Humanoids will be employed as substitute for humianthe performance of “sensitive” tasks

and missions in environments populated by humahs.riain reasons for using humanoids is to
permit a one-by-one substitution, without modifyinlge environment, the human/human

interaction or the engagement rules. This coulddmpiired where safeguarding human life is
considered a priority.

* Urban Terrain Combat

* Indoor security operations.

* Patrol

» Surveillance

7.7.3. Superhumans

There are several projects to develop a superhwsaklter. Actually, the human body cannot
perform tasks with the strength, the speed andbtigue resistance of the machines.
Augmentationwill make possibile to extend human’s existing aaipties through wearable
robot exoskeletons, to create superhuman stregéied and endurance.

» Atrtificial Sensor Systems

* Augmented Reality

» Exoskeletons

7.7.4. Benefits:

» Tactical/Operational strength superiority
* Unemotional behaviour, potentially more ethicalttmamans.
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* Limited loss of human lives in the Robotized Army
» Better performances of superhuman vs. human seldier

7.7.5. Problems:

» Inability to manage the unstructured complexityadfostile scenario

e Unpredictability of machine behaviour from machiearning

* Assignment of liability for misbehaviours or crimes

* Humans in mixed teams could face psychological lprob.

* Practical and psychological problems having tamggtish humans from robots.
* Overstress and de-humanization of superhuman ssldie

7.7.6. Recommendations

* Promote public debate on the dynamics and probfaaisg democracies.

* Promote critical thinking and awareness among iobatcientists involved in military driven
research programs, to sharpen the monitoring optential threats to humankind.

» Create working groups inside existing organisatidos compliance with international
regulations.

7.8. Edutainment

7.8.1. Educational Robot Kits

The beneficial applications of Robotics in eduaatwoe known and documented.

In the age of electronics, computers and netwatks necessary to modernize not only the
content and tools, but also the educational metbbtladitional schools.

It is also important to consider that the lifestglieyoung people has changed as well as the
communication tools they use in their free timeddy youth communicate via the Internet and
mobile telephones using e-mail, sms and chat roomisch allow them to be continually
connected to a global community that has no limitdocation and time.

Youth spend more time playing videogames, playinth wnobile phone or downloading file
from the Internet. These activities provide thenthwexperiences which are now at the same
levels as the most sophisticated technologicakgyst All this has accelerated the pace of life, so
much so that flow of human experience is now be#l and virtual. In fact, we are entering the
age of cyber-space, which will not replace norrifal felationships, but will certainly alter their
characteristics.

In this context, we need to consider that traddalaeaching and classical support tools (books,
documentaries, etc.) are at risk of becoming uablét when compared with the everyday
possibilities offered to young people by the wodfithe new mass media. Therefore, it is
necessary to begin to plan new ways to transmitvieaige which exploit the potential of new
technologies.

Robotics is a very good tool through which to tetedhnology (and many other subjects) while,
at the same time, always remaining very tightlyramed to reality. Actually, robots are real
three-dimensional objects which move in space am,tand can emulate human/animal
behaviour; but, differently from video games. Ttag real machines, true objects, and students
learn much more quickly and easily if they can riat¢ with concrete objects and not simply
formulas and abstract ideas.

7.8.2. Robot Toys
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Aibo robot is Sony’s peppy robotic dog with a sadte-controlled personality, and abilities. The
entertaining robot, which cost upwards of $2,000heaan dance, whimper, guard and play,
developing personalities based on interaction \iligir owners. Sony has sold over 150,000
Aibos since launching the product in May 1999.

Company officials said that there was a real eftbi$ time to make the AIBO’s movements
more doglike; designers even studied the way doggemDevelopers replaced a relatively un-
dog-like sideways head motion of one motor (as i previous model, there are 20) with a
sort of forward-and-down movement.

7.8.3. Entertainment

Robots will enable us to build real environmentdovhmay be either the perfect (or scaling)
copies of existing environments, or reconstructibeettings that existed centuries/millennia ago,
and which we can repopulate with real or imagirarynals.

Robots and robotics settings will make it possibleecreate natural phenomena and biological
processes, even harsh and cruel ones, withoutvimgpliving beings.

In these settings, the users/audience could literantive experiences which amal, not only
virtual.

As extraordinary theatrical machines, robots watvelop ever moreeal special effects.
Entertaining robots are already used to advertmgorate logos, products, and as feature
attractions in public events. They are marketinglsomanufacturers show off on special
occasions.

Last, but not least, robots will be used as sextners in many fields, from therapy to
prostitution.

7.8.4. Robotic Art

The role of robotics in contemporary art, alonghwither interactive artistic expressions
(telecommunications, and interactive installatiorspaining importance and success.
Artists are employing advanced technologies totereavironments and works of art, utilizing
actuators and sensors in response to viewers.
Robotic art will spread because:
It recalls (and it is inspired by) the mythologidehditions of various cultures. These
traditions have created fantastic synthetic creatur
Robots exert a special fascination on people evVesysy
Robots can be used as tools in art and enableuildiriy of artistic works in shorter times, thus
expanding the boundaries of human creativity.
Robots can also perform actor’s roles and play woflart.

7.8.5. Benefits:

» Learning about Robotics is important not only fboge students who want to become
robotics engineers and scientists, but for evangesit, because it provides a strong methods
of reasoning and a powerful tools for grapplinghwilie world.

* Robotics collects all the competencies needed &sigthing and constructing machines
(Mechanics, Electrotechnics, Electronics), commjteoftware, systems of communications,
and networks.

» The special features of Robotics boost studentigrya communication skills, cooperation,

and teamwork.

Learning about Robotics promotes students' intareand commitment to traditional basic

Release 1.1 (July 2006) RESTRICTED CIRCULATION 37 of 42



EURON ROBOETHICS ROADMAP

disciplines (Math, Physics, Technical Drawing).

Roboticics construction kits, combining the phykidailding off artefacts with their

programming, can foster the development of new wafyshinking that encourage new
reflections on the relationships between:

life and technology;

science and its experimental toolset;

robot design and values and identity.

Robot toys can be intelligent toys: They can beciigally designed to stimulate kids’
creativity and the development of their intellet¢tiagulties;

Robot toys can become kids’ companions, and — fdy ohildren — can play the role of
“friend”, “brother”, or the traditional “imaginarfriend”;

Robot toys could be used in the pedagogical assistaf autistic children.

Sexual robots could decrease the sexual explaitafiovomen and children.

7.8.6. Problems:

Robot Toys could cause psychological problems:
0 Loss of touch with the real world.
o Confusion between natural and artificial
o Confusion between real and imaginary
o Technology addiction
Sexual robots could raise problems related to extyyfattachments.
Concern about safety and reliability
Dissemination of misinformation
Technology can prevail over creativity

7.8.7. Recommendations

Educational systems should incorporate Roboti¢seir programs

Educational systems should monitor the effectsalid®ics in students’ learning
Psychologists should monitor the effects on kidRolbot toys

Consumer organizations should monitor the safetythef robotics products (reliability,
privacy).

7.9. Final Recommendations

We recommend the following further steps:

Introduce Roboethics issues to the fields of ingasbn of the European Group of Ethics
Promote a transdisciplinary and cross-cultural Rtfics Community, along the lines of the
Bioethics Committees

Open a Roboethics Special Interest Group inside @R European Robotics Research
Network.

Promote popular discussion of roboethical issuesdease public awareness.
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